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Abstract—In this paper we are concerned with geolocating the anonymous crowds of Dark Web forums. We do not focus on single
users, but on the crowd as a whole. We work in two directions: The first idea is to exploit the time of all posts in the Dark Web forums to
build profiles of the visiting crowds and to match the crowd profiles to that of users from known regions. Then, we develop a new
dataset to detect the native language of the crowds to support and integrate this match. We assess the effectiveness of our
methodology on the standard web and two Dark Web forums with users of known origin, and apply it to three controversial anonymous
Dark Web forums. We believe that this work helps the community better understand the Dark Web from a sociological point of view and
supports the investigation of authorities when the security of citizens is at stake.
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1 INTRODUCTION

THE Dark Web hit the news eight years ago with the rise
of Silk Road. On Silk Road—a clandestine drug market

hidden in the Dark Web—Internet users of Tor [1] could
use bitcoins to buy all sorts of psychedelics with excellent
anonymity. A couple of years later, in 2013, the founder of
Silk Road was arrested and the site taken down. At that
point it was an estimated $1.2 billion business, and, after it
was shut down, countless successors quickly proliferated.

In the popular culture, the Dark Web is associated with
criminal activities—drug sale, identity theft, money laun-
dering, computer hacking, botnets, credit card frauds, gun
sales, child pornography, and other related cyber-crimes.
This is only partly true, anonymity technology like Tor and
Bitcoin were designed as a product of debates among tech-
nology libertarians in the past decades and Tor and the Dark
Web are actually important to support freedom of informa-
tion and speech in the Internet, especially in countries where
the government or other powerful entities try to suppress it.
Indeed, an important part of the Dark Web is made of fo-
rums where people can debate any matter of interest. Often,
these forums are about topics that are illegal, controversial,
or considered questionable by the society. In other cases,
they are meeting places where dissidents of authoritarian
countries can freely discuss politics without being censored
or prosecuted. Examples of political sites in the Dark Web
are Strongbox or GlobaLeaks. Strongbox is promoted by the
Freedom of the Press Foundation, while GlobaLeaks by The
Hermes Center for Transparency and Digital Human Rights.
Examples of forums about questionable topics are the CRD
Club, a Russian site on computer hacking and technology
frauds, or the Dream Market, a forum about the quality of
drugs and vendors in the associated marketplace.

In this paper, we consider the problem of uncovering
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the geographical origin of the crowds of Dark Web forums.
Forums are one of the most important Dark Web services,
and privacy is essential. We do not attack the anonymity of
the single forum visitor, we are interested in understanding
the geographical distribution of the visitors as a collective
property. In these respect, this paper considers the notion
of anonymity in the Dark Web with a new angle. Previous
work, especially on Tor, has focused on attacking anonymity
mostly by using traffic analysis or web browser finger-
printing. In the first case, the adversary controls both the
endpoints in the Tor mixing circuit, or even the autonomous
systems of the entry and exit points of the circuit, and is able
to de-anonymize a single user by correlating the traffic at the
two endpoints. In the second case, the adversary controls the
local network of the user and is able to understand the des-
tination site of her browsing session by fingerprinting the
traffic and matching the fingerprint against a set of known
web sites. In our work, we do not assume any control of the
network, we just access the forum and analyze the messages
and the profile of access to the forum as documented by the
site—information that is available to every member of the
forum with no particular privilege.

We introduce two methodologies. In the first, we show
how to decompose the global profile of posting of the
Dark Web forum into components that uncover the geo-
graphical origin of the crowd. The fundamental idea is to
consider the time of all postings and match it to the profile
of Internet activity on standard web forums of crowds
from known regions. The second methodology focuses on
detecting the native language of anonymous Dark Web
users, starting from their posts in English. We build two
classifiers: one to detect the English native speakers and
the second one to identify the native language of the non-
native English speaker, reaching an F1-score of 82.2% and
81.6% respectively. To achieve this second goal, we build
a new dataset, specific for web slang. Finally, we combine
these two methodologies to obtain fine-grain profiling of
the crowds of Dark Web forums.

We validated the first methodology with experiments in
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real forums in the Dark Web. The first two, the CRD Club,
which is in Russian, and the Italian DarkNet Community
(IDC), confirmed our findings. They are known to be cen-
tered in Russia and Italy, respectively, as correctly predicted
by our methodology. Then, we uncovered the crowds of
the Dream Market, The Majestic Garden, a site of fans of
psychedelic experiences, and the Pedo Support Community,
a forum on child abuse. According to our analysis, the first
site is mostly European (with an important component from
North America); the second one is mostly North American
(with a smaller component from Europe). The third one,
arguably the most controversial, has an essential component
of the crowd living in Southern Brazil or Paraguay. Then,
we added more information about the crowds with our
methodology of native language identification.

We believe that our contribution can be key to better
understand the Dark Web and its plethora of forums from a
sociological point of view. Not only that, our methodology
can give important initial information on the geographical
origin of the users of a particular forum and, in case of illicit
activities, support the discovery of their real identities by us-
ing known de-anonymization techniques in the autonomous
systems of the regions where most of them live.

2 BACKGROUND

Tor [1] is one of the most popular anonymity systems. With
over 2 million users, about 7, 000 relays, 3, 000 bridges,
and 50, 000 estimated hidden services, it is also one of the
largest. Tor can be used to access the Internet anonymously
and to use services that are unreachable due to, for example,
censorship. The main idea is that the user selects a circuit
that typically consists of three relays—an entry, a middle,
and an exit node. The user negotiates session keys with all
the relays and each packet is encrypted multiple times, first
with the key shared with the exit node, then with the key
shared with the middle node, and lastly with the key shared
with the entry node (also known as the guard). To send a
packet to the final destination anonymously, it is first sent
to the guard. The guard removes the outer encryption layer
and it relays the packet to the middle node. In turn, the mid-
dle node removes its encryption layer and relays the packet
to the exit node. Lastly, the exit node removes the last layer
of encryption and relays the packet to its final destination.
Thanks to Tor, the user can get anonymous access to Internet
services like standard websites, for example.

Tor is also known in the Internet community as one of
the core infrastructure to access the Dark Web. The Dark
Web is the set of online web resources that are not indexed
by common search engines and that can not be explored
without using anonymity technologies such as Tor, I2P [2],
or Freenet [3]. Technically, the services that run in the
Dark Web under Tor technology are called hidden services.
Hidden services have their own top level domain which
is .onion, and their host name consists of a string of 16
characters derived from the service’s public key. To keep
mutual anonimity, both the user and the hidden service
(the website) set up independent Tor communications to a
common rendez-vous point, chosen with the help of specific
directory services. This way, both entities are anonymous to
each other and to every other node in the network.

3 TIME-ZONE GEOLOCATION OF CROWDS

Our behavioral patterns, including access to websites or
Dark Web hidden services, is affected by our everyday life
rhythm. During the day we engage in activities in a system-
atic way mostly dictated by the local time and daylight—
waking up, going to work or school, having lunch, possibly
doing afternoon activities, having dinner, resting. This is
confirmed in [4], [5], where the authors analyzed Facebook
and YouTube access patterns. In both services, the requests
steadily grow from the early morning to the afternoon with
a peak between 17:00 (5pm) and 22:00 (10pm), then the
number of requests drops rapidly during the night. In this
line, our idea is to use the correlation between the everyday
life rhythm (timezone and daylight) and the access or post
patterns of users of forums in the Dark Web to uncover their
location in terms of timezone. The first step is to generate
access profiles that are common to users of a certain geo-
graphical region (e.g. nation). We do so for several regions
of the planet. Then, given the access profile of a crowd of
users of which we know nothing of, we uncover their origin
according to the similarity with known profiles.

3.1 Building Reliable User and Region Profiles from
User Activity Traces

In this section we show how we build profiles of users from
a given known population starting from their activity traces.
The traces can be of any kind: posts, comments to posts,
messages exchanged, access times, or a mix of them. We
focus on building profiles that describe the level of online
posting activity of the population throughout the day. We
start by profiling single users. In particular, we determine
whether a user is or is not typically active at a given hour
of the day. For this reason, the profile Pu of user u is
represented by an array of 24 elements, one per hour—
element Pu[h], h ∈ {0, . . . , 23}, is the fraction of daily online
posting activity done by user u during hour h. Let boolean
au(d, h), indicate whether user u has posted in the hth hour
of day d. The profile Pu is then defined as follows:

Pu = {Pu[h]|h ∈ {0, . . . , 23}, Pu[h] =

∑
d au(d, h)∑

d,h′ au(d, h′)
}.

(1)
Intuitively, profile Pu is the distribution of user u activity
throughout the day on the target forum. The overall popu-
lation profile P is an aggregate of all user profiles as follows:

P = {P [h]|h ∈ {0, . . . , 23}, P [h] =
∑

u Pu[h]∑
u,h′ Pu[h′]

} (2)

To build reliable region profiles we need to start off
from datasets that are rich enough to reflect the behavioral
patterns of the users and that include verified information
on their location. One possibility is the dataset [6] obtained
from the Twitter livestream representing around 2% of the
total Twitter streams in 2016. Includes tweets of 6, 058, 635
users all over the world whose home country is retrievable
from their Twitter profile. Using this dataset and the above
methodology we have built profiles for 14 countries or
states: Brazil, California, Finland, France, Germany, Illinois,
Italy, Japan, Malaysia, New South Wales (Australia), New
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TABLE 1
Twitter dataset—active users by Country/State.

Country/State Users (#) Country/State Users (#)

Brazil 3, 763 Japan 3, 745
California 2, 868 Malaysia 1, 714
Finland 73 New South Wales 151
France 2, 222 New York 1417
Germany 470 Poland 375
Illinois 794 Turkey 1, 019
Italy 734 United Kingdom 3, 231

York, Poland, Turkey, and the UK. To do so, we have con-
sidered daylight saving time for all corresponding regions
and we have filtered out periods of particularly low activity,
like holidays. In addition, we have also filtered out non
active users—users with just a handful of posts, lower than
a certain threshold, that do not give enough information to
profile their behavior in the long run.We chose the threshold
of 30 posts, as we noticed that it is a reasonable value to get
a meaningful profile. Table 1 shows the regions considered
along with the number of active users.

As an example, we show in Figures 1(a) and 1(b) the
profiles of a random German user and of the German
population, respectively. First, we note that in both profiles
we can easily distinguish the night as the hours of lower
activity (the interval between 1:00 (1am) and 7:00 (7am)).
In addition, we can observe that activity of the German
user in Figure 1(a) has a first peak in the morning, drops
during lunch time, and starts to grow again from the early
afternoon to the evening, following a typical daily rhythm.

It is important to note that the profile of the German
population follows the same pattern that has been found
in Facebook and YouTube [4], [5]. Actually, this is true for
all the populations of the countries we have considered in
Table 1. In other words, when the profile of large crowds
coming from different timezones are brought to the local
time, their profiles are almost identical. To confirm this
observation we have computed the Pearson correlation for
every pair of countries or states in Table 1, and the value is
constantly higher than 0.9. Therefore, we can use a generic
profile independently of the region or nationality, after the
user activity is properly shifted to the local time. As an
example, we have plotted the profile of the entire Twitter
dataset in Figure 1(c). Note how the profile is very close to
the one of the German population, with the only difference
of 1 hour shift. For example, the evening peak of activity is
at 22:00 (10pm) UTC+1) for the German crowd, just like the
general Twitter profile that has the peak at 21:00 (pm) UTC.
Therefore, we can consistently use the general profile as the
common baseline, properly shifted to the right timezone.

3.2 Placing Anonymous Users to Time Zones

Users of the same region typically have a profile that is
very close to that of the corresponding timezone crowd,
and further away from crowds of different timezones. So,
for every member of an anonymous crowd, we compare
his profile with that of all different timezone profiles built
with the method described in the previous section. Then,
we geolocate that member to the timezone whose activity

profile is less distant: The one for which it takes less effort
to transform the single user profile into by both shifting
and moving probability mass. (Recall that activity profiles
are activity distributions). An adequate distance measure in
this view is the Wasserstein metric [7], also known as the
Earth Mover’s Distance (EMD). Given two distributions of
earth mass spread on the same space, the EMD measures
the least amount of work to move earth around so that the
first distribution matches the second.

3.3 Single-Country Placement
To assess the accuracy of our geolocation methodology, we
first apply it to the Twitter dataset, enriched with ground
truth information. We start off with the Germany. For every
timezone, we compute the fraction of the population with
profiles falling into Germany’s timezone according to the
EMD. Despite common nationality, the habits of two differ-
ent people are not exactly the same. For example, youngsters
tend to go to sleep later than older people, parents wake
up earlier than teenagers, and so on. This should also be
reflected in their activity profiles. So, while we expect a large
number of the German crowd to fall under the timezone
of Germany, we also foresee that a portion of the crowd
will be placed in neighbor timezones. This is confirmed by
Figure 2(a), which plots the percentage of Germans placed to
the 24 timezones according to the EMD. We first observe that
there is a peak at UTC + 1 timezone, that covers Germany,
while the values drop for timezones further away. Most
importantly, we observe that the crowd placement follows
a Gaussian distribution, with a standard deviation between
the fitted Gaussian and the crowd distribution of 0.013.

Figures 2(b) and 2(c) show the distributions for the pop-
ulations of France and Malaysia, respectively. Again, we ob-
serve that they follow a Gaussian distributions centered in
the timezone of the corresponding country. The same trend
holds for all the other countries in Table 1, whose graphs
we omit due to space limitations. It is worth mentioning
that, after applying curve fitting [8] to the distributions, we
note that the x axis value corresponding to the peak of the
placement matches the mean of the Gaussian distribution.
We also found that the average Gaussian standard deviation
value for all the countries considered is σ ' 2.5.

These observations bring us to the conclusion that, to
geolocate a given crowd of people from the same, unknown
region, it is enough to build the corresponding activity
profiles placement through the EMD distance and curve-fit
the resulting distribution with a Gaussian. The center of the
Gaussian will uncover the timezone of the unknown region
and thus the geolocation of the crowd.

3.4 Multiple-Country Placement
Oftentimes, users access a given site from multiple different
regions. Since single region crowds follow a Gaussian distri-
bution, we expect that the mixture of multiple region pop-
ulations exhibits a profile that follows a Gaussian mixture
model. Thus, uncovering the Gaussian distributions (i.e.
mean and standard deviation) allows us to correctly place
the members of mixed-country crowds in the corresponding
geolocations. However, this is not an easy task. The reason
is that we do not know a priori the number of different
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(a) Profile of a German user. (b) Twitter dataset of the German population
(local time UTC + 1).

(c) Entire Twitter dataset (UTC).

Fig. 1. Profiles on the Twitter Dataset: Single German profile vs German (UTC + 1) vs Generic profile (UTC).

(a) German (b) French (c) Malaysian

Fig. 2. EMD based placement of national crowds.

regions of the crowd. To address this issue, we initialize
the Expectation-Maximization [8] (EM) with the standard
deviation σ ' 2.5 observed empirically for the Gaussian
fitting curves of single-region placement distributions in the
previous section. EM is an iterative algorithm used as the
standard to estimate the maximum likelihood parameters
of a given model. In our case, the model is the Gaussian
mixture, and the components are the Gaussian curves.
Dempster et al. [9] show the effectiveness of the EM to
estimates the parameters for finite mixtures of parametric
families.

We test the effectiveness of the Gaussian Mixture Model
(GMM) based geolocation with the Twitter dataset, on
which we have ground-truth information regarding the
nationality of the users. This time we build two synthetic
distributions of multiple-region crowds as follows. The first
synthetic distribution is made of a three-way repetition
of the Malaysian user activity according to three different
timezones: UTC, Californian (UTC− 7), and the Australian
region of New South Wales (UTC + 9). In the second dis-
tribution we simply merge together users from different
regions: Illinois (UTC−6), Germany (UTC+1), and Malaysia
(UTC + 8). The results of the geographical classification for
both cases are shown in Figures 3(a) and 3(b). Note that we
accurately uncover both the number of regions per crowd
given by the number of Gaussian curves and the corre-
sponding timezones that match the Gaussian distributions.

Lastly, in order to quantify how well the fitted Gaus-
sians match the crowd distributions, we have computed
the average and standard deviation of the point-by-point
distance of the two (see Table 2 for all graphs included in
this paper). As benchmark we computed the same metrics
for the Malaysian dataset with the corresponding Gaussian
fitting shifted of 12 hours (last row of the table). We note that

TABLE 2
Gaussian fitting metrics.

Dataset Average Standard deviation

Malaysian Twitter 0.009 0.013
German Twitter 0.009 0.009
French Twitter 0.008 0.010
Synthetic dataset (a) 0.011 0.010
Synthetic dataset (b) 0.012 0.010
CRD Club 0.007 0.006
Italian DarkNet Community 0.014 0.016
Dream Market forum 0.011 0.008
The Majestic Garden 0.009 0.011
Pedo support community 0.012 0.010

Baseline 0.081 0.070

both metrics are very low for both the single-country fitting
(first three rows) and the multiple-country fitting (fourth
and fifth row of the table). This is particularly true when
we compare them to the baseline values, suggesting that the
Gaussian curves fit well the crowd distribution.

3.5 Polishing the Datasets

The EMD is also used to filter out users with so called flat
profiles: Users whose activity profile are very close to being
uniformly distributed over all the hours. From an in-depth
investigation on the Twitter dataset we saw that these kind
of users are typically bots. At any rate, the flatness of their
profile makes so that there is no meaningful information
that distinguishes them from a bot machine. In addition,
they do not contribute in a meaningful way to the creation
of timezone profiles. Thus, we have decided to remove these
profiles from the datasets. To do so, we remove all the users
whose profiles, according to the EMD, result being closer
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(a) Synthetic dataset modelling the behavior of Malaysian users in
three different timezones: UTC, California, and Australia.

(b) Synthetic dataset: Illinois, German, and Malaysian users.

Fig. 3. Geographical classification of multiple-region crowds.

to an artificial profile created by us where every value is
of 1/24 (1/(#daily hours)) than to a timezone profile. We
apply this procedure in an iterative way to polish all the
generic timezone profiles.

4 RESULTS OF THE TIMEZONE GEOLOCATION

We used our methodology to geolocate some of the most
important Dark Web real forums. First, we collected infor-
mation from several blogs on Tor and on the Dark Web. The
Dark Web is large and very dynamic, therefore to test our
findings we selected five forums amongst the best known
and popular ones. Two of these are of known origin: The
first, CRD Club, is mostly in Russian, whereas the second
one, Italian DarkNet Community (IDC) is the forum of the
homonymous Italian marketplace in the Dark Web. We use
these first forums to validate and confirm our methodology,
and then apply it to other 3 DarkWeb forums.

The experiments proceed in a similar way for all the
forums. First, we sign up in the forum and write a post
in the “Welcome” or “Spam” thread to calculate the offset
between the server time (the one on the post) and UTC.
In some forums the timestamp of the posts is accurate and
already in UTC. In some other cases the timestamp does
not specify the time zone and we might think that this
information alone can uncover the location of the server
(but not of the crowd of the forum). Of course, this is not
the case since the timestamp can be deliberately shifted. In
all cases, once the offset from UTC is known we can collect
the timestamps of the posts in a sound and consistent way.
Lastly, we also checked that in all of the forums the posts
appear with no delay. This has been confirmed for all of the
five forums that we have investigated.

4.1 CRD Club and the Italian DarkNet Community
The first case study is a Russian forum called the CRD
Club (http://crdclub4wraumez4.onion). It is divided in two
macro sections, the first one written in Russian (Cyrillic
script), while the other one is an international section writ-
ten in English. On this forum users write about technology,
hacking, gambling, online anonymity, credit card frauds and
selling. There is also a subsection for job offers—for example
people looking for specialists that can hack a bank account
or open a “bank drop” (an account open on fraudulent

credentials, often in a fiscal paradise). After our analysis,
we can conclude that this forum consists of a technology
oriented crowd. Of course, we expect that our methodology
locates this crowd in the Russian speaking countries.

We retrieved from the CRD Club 209 active users with
14, 809 posts in Russian. First, we note that the profile of
activity of the users of the forum, shown in Figure 4(a),
is very similar to the generic profile based on the whole
Twitter dataset (Figure 1(c)). This observation is confirmed
by the high Pearson correlation of 0.93 between the two
profiles. This result supports the conclusion that the users
of the Dark Web have similar access pattern of the users
of the standard Web and therefore that the Twitter generic
profile can be a good fingerprint for hidden services too.

The results of our geographical classification is shown in
Figure 4(b). As we can see, there is only one Gaussian com-
ponent, with an average distance of 0.007 and a standard
deviation of 0.006. This means that most of the crowd come
from a specific geographical area. Moreover, the Gaussian
mean falls between the UTC+3 (Bucharest, Moskow, Minsk)
and the UTC + 4 (Abu Dhabi, Tbilisi, Yerevan) time zones.
We can note that a very large part of the population of the
Russian speaking countries live exactly in these time zones.

We have done the same analysis for the Italian Dark-
Net Community (http://idcrldul6umarqwi.onion), a forum
written in Italian and known to have an Italian crowd, with
the same results that we omit due to space limitations.

4.2 Dream Market http://tmskhzavkycdupbr.onion
The Dream Market is the official forum of the Dream Market
Marketplace. Most of the discussion is about the quality
of goods and vendors in the marketplace, with a separate
section to report scam vendors. It is an international forum,
where English is the only language allowed. After polishing
the data, we classified 189 users and 14, 499 posts.

In Figure 5(a) we show the results. As we can see, our
methodology discovered two main Gaussian components
with an average distance of 0.011 and a standard deviation
respect to the crowd distribution of 0.008. The smallest
component is centered in the UTC − 6 time zone (Chicago,
New Orleans, Mexico City) that is the American Mountain
Time Zone. While the largest one is in the UTC + 1 time
zone (Berlin, Paris, Rome). We can note that the UTC + 1
time zone, aside from Europe, covers also part of Africa
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(a) Regional profile (UTC + 3). (b) Gaussian distribution.

Fig. 4. The CRD Club Forum, http://crdclub4wraumez4.onion Russian Forum.

(Namibia, Zimbabwe, Nigeria, etc.), and, technically speak-
ing, our methodology cannot rule out the fact that part of the
crowd is from that part of the time zone, though this seems
unlikely since Africa is less developed than Europe from a
technological point of view. Rumors [10] suggest that the
hidden service was under control by the Dutch police. One
of the former administrators, OxyMonster, is French [11].
So, we believe that we can safely assume that the crowd
of the forum classified in the UTC + 1 time zone is mostly
from Europe (though we cannot exclude that part of it, or in
principle all of it, is from Africa).

4.3 The Majestic Garden
The Majestic Garden (http://bm26rwk32m7u7rec.onion) is
a meeting point for people who share the passion for
psychedelic experiences. It can be thought of as a virtual
hippie commune in the Dark Web. In this forum the majority
of topics are related to sharing experience related to drug
assumption, in particular LSD and psychedelic mushrooms.
There are also topics about selling and buying these sub-
stances or how-tos that can help you make them at home.
In addition, there is a section dedicated to the literature on
psychedelic and spiritual experiences. From this forum we
classified 75, 875 posts from 638 active users. Their distri-
bution is shown in Figure 5(b). We have again two main
components, an average distance of 0.009 and a standard
daviation of 0.011. The largest one is centered on UTC − 6
(Chicago, New Orleans, Mexico City), approximately in the
Midwest belt. The mean of the second one falls into UTC+1
(Paris, Berlin, Rome). This is a mostly American forum.

4.4 Pedo Support Community
The users of this forum have a common interest in pe-
dophilia (http://support26v5pvkg6.onion). As they say, the
forum was born to share their experience far from a “world
that does not understand who they really are”. They are
aware of the immorality and illegality of their interests
and behavior—indeed in the forum it is possible to find
some ethical discussion about their habits. Moreover, it is
forbidden to share pedopornographic material in the forum.
English is the mandatory language and is forbidden to
disclose the country of the user. Lastly, some sections of the
forum are hidden and access is allowed only to those that
convince the administrators to be able to contribute to the

discussions in a useful way. Of course, we have not done
that. Therefore we have no data from that part of the forum.

After the cleaning step we classified 290 active users that
wrote 44, 876 posts. In Figure 5(c) we show the distribution
of users across the time zones. In this case we have three
Gaussian components with a standard deviation of 0.012
and an average distance of 0.01. The highest one is centered
between the UTC − 8 and the UTC − 7 (San Francisco,
Los Angeles, Las Vegas) time zones. The second important
component falls into the UTC−3 time zone (Rio De Janeiro,
Halifax, Sao Paulo). The last one is smaller and centered in
the UTC + 4 time zone (Yerevan, Tbilisi, Abu Dhabi).

Differently from the other cases, in this forum we classi-
fied a component whose time zone, UTC−3 (Rio De Janeiro,
Halifax, Sao Paulo), mostly covers countries in the southern
hemisphere. The exception is Halifax, Canada, though its
population is really small. So, intuition suggest that this
part of the crowd lives in South America. To support this
idea, we develop a methodology that we can use to indicate
whether this crowd lives in the northern or southern hemi-
sphere of the world. This is described in the next Section.

Lastly, for all five Dark Web forums under investigation,
both the average and standard deviation of the point-to-
point distance between the Gaussian curves and the crowd
distributions shown in Table 2 are very low. Even more
so when compared to the baseline values—those of the
Malaysian distribution and its Gaussian fit shifted of 12
hours. This further supports our findings on these forums.

4.5 Discerning the Hemispheres
It is well known that daylight saving time consists in
advancing clocks during summer. Usually, countries using
daylight saving time adjust clocks forward one hour. The
idea is to delay sunset during summer at the cost of a
delayed sunrise to get more sunlight in the evening and
save energy used for lighting. A simple observation is that
this is done from (about) March to October in the countries
of the northern hemisphere, while it is done from (about)
October to February in the southern hemisphere. We can
use this simple fact to understand if the people of the crowd
lives in the northern or southern hemisphere.

We proceed in this way: If the profile of access to the
Dark Web forum of a user in the period October–March is
similar to the profile of the same user in the period March–
October shifted one hour forward, we rule that the user
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(a) Dream Market forum. (b) The Majestic Garden. (c) Pedo support community.

Fig. 5. Geographical classification of crowds in dark web forums.

lives in the northern hemisphere. Conversely, if the access
profile in the period from October to March is similar to
the profile of the same user in the period March to October
shifted one hour backwards, we rule the user to live in
the southern hemisphere. If we do not see any particular
difference in the two periods, we assign the user to one of
the countries that do not use daylight saving time without
giving any information on the hemisphere. We use again
the Earth Mover’s Distance to measure similarity of access
profiles.

To validate this procedure, we classified the five most
active users in the datasets of United Kingdom, Germany,
Italy, and Brazil. Note that all of these countries use daylight
saving time (actually, in the case of Brazil, only the southern
part of the country, the most populated, uses it). The 5 users
in the dataset of United Kingdom as well the 5 in dataset of
Germany and the 5 in the dataset of Italy, all of them, are
classified as living in the northern hemisphere. The 5 users
in the dataset of Brazil, all of them, are classified as living
in the southern hemisphere. Therefore, we believe we can
use this methodology with good confidence. We have done
it for the Pedo Support Community, due to the controversial
nature of the forum and the alleged origin from South
America of a good part of the crowd. We limit our analysis
to the 5 most active users of the forum, since those are the
users for which we have a good number of posts. According
to the analysis, 3 out of 5 of the most active users in the Pedo
Support Community live in the southern hemisphere; the
other 2 in the northern one. This result confirms our initial
intuition that a good part of the crowd of the forum lives
in South America. Actually in Southern Brazil or Paraguay,
the only areas in the UTC − 3 timezone of the southern
hemisphere that do use daylight saving time.

5 DETECTING THE NATIVE LANGUAGES OF THE
DARK WEB CROWDS

Most posts in Dark Web forums are in English. Indeed,
English is the lingua franca of the Web, and it is the
language of choice of international communities. However,
writings in English by non-native English speakers typically
present distinctive patterns that are peculiar to the native
language of the author. The idea is to use these peculiarities
to uncover the origin (from a language point of view) of
the crowd of the Dark Web forums. Towards our goal, we
exploit Native Language Identification (NLI)—the task of
automatically classifying the native language L1 of a writer

based on her messages written in another language L2 [12].
In the Dark Web, our case, L2 is English.

NLI works under the assumption that the native lan-
guage L1 is different from the language of the writing
L2. But the Dark Web crowds are made of people from
all around the world, including English native speakers.
Therefore, we proceed in two steps: First, we tell apart
native English speakers and speakers of English as a second
language; then, we apply NLI to the latter group of users.
Both phases are based on machine learning techniques. The
datasets used in the learning process, however, have to be
customized to the Dark Web users. Indeed, the standard
language used on the Internet and, especially, in the Dark
Web is so far from educated English that the datasets that
can be found in the literature are not satisfactory for the
task.

5.1 The Datasets
Distinguishing Dark Web English native from non-native
speakers in an automatic way starting from their posts in
English is not trivial. The first step is to find an appropriate
dataset of text written in English by both types of users that
can be used for the learning process. A dataset has labeling
of the authors (users) in terms of mother tongue or, at least,
nationality. We used the Wikipedia pages dataset [13], made
of the user pages of Wikipedia contributors. These pages
are typically divided into two sections: In the first, the user
writes about herself; the second contains images and an
informational box called Babel, a self-declared statement in-
cluding the native language of the user and her proficiency
in non-native languages. The dataset consists of 9, 857 users,
589, 228 comments, and 19 L1 languages including English.
This dataset proved to be effective in the learning process
of the first step. The second step, identifying the mother
tongue of the user writing in English in the Dark Web, is
considerably harder. We had to add a dataset taken from
the literature (TOEFL11) and integrate it with a new, custom
one for our particular task.

TOEFL11 [14] was generated by sampling from a set of
English essays written by TOEFL test takers. It is composed
of 12, 100 essays with an average of 348 word tokens per
essay. There are 1, 100 essays for each of the 11 native
languages of the dataset (Arabic, Chinese, French, German,
Hindi, Italian, Japanese, Korean, Spanish, Telugu, and Turk-
ish). It is the dataset used in the NLI shared task in 2013 [12]
and 2017 [15], and the most popular in NLI research.

The people that write on web forums have a different
writing style compared to that of people taking an En-
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glish exam. In fact, during the test, people take care of
their writing and try to write in educated English. Instead,
web writers have a more conversational style; they use
abbreviations, idiomatic sentences typical of the Web, and
bad language. Our goal is to detect the native language
of these users, starting from posts written in this style.
So, we need to integrate the TOEFL11 dataset with data
similar to the writing style of Web users. Unfortunately,
there was no dataset suitable for this purpose. Therefore,
we built one from scratch making use of Reddit, a social
news aggregation and discussion website and the sixth most
visited web site in the world. Reddit posts and contents
are organized by subject or by language (nation) based
sub-communities into user-created boards called Subreddits.
Through the Reddit APIs, we built the Reddit6 dataset that
collects messages coming from 6 different L1 languages:
Italian, French, Spanish, German, Swedish, and Portuguese.
It is composed of 6276 messages with an average of 320
words per post.

To generate the dataset, for each L1 language (different
from English) we identify as many native speakers of L1
as possible. We do that by checking the subreddits written
in L1 (e.g., the subreddit r/italy for Italian and r/de
for German) and tag the users of the subreddit as native
speakers of L1 if they post or comment in L1. In case of
ambiguity—users writing in two languages different from
English—we discard the user. Then, for each tagged user,
we collect 1, 000 post in both L1 and English from all the
subreddits in Reddit (1, 000 posts is the maximum allowed
by the Reddit APIs). We then apply a set of automatic
operations: We discard users that look like bots, we remove
duplicates due to crossposts, we discard messages that are
too short or that are composed by a single sentence written
multiple times, and we discard users with less than 10
messages in their native language. We also normalize URLs
keeping only the hostname on the website. Then, we select
only the messages written in English.

The detection of the language of the message in the
above process is done through the Python library langde-
tect [16]. It is a Python porting of the Google Java library
language-detection [17]. The library generates language
profiles from Wikipedia and achieves a precision of over
99% for 55 languages. We also notice that some messages
are written in more than one language. As an example,
a message in English can contain a full phrase written in
Spanish. To avoid these cases, we split each message into
its sentences. Then, we apply the language detector for each
sentence of the message. If the language detector classifies
all the sentences with the same language, we label the
message with the detected language. Otherwise, we discard
the message.

After this automatic cleaning phase, we proceed man-
ually to polish the dataset by doing the following opera-
tions: We discard messages with very long lists or messages
with abbreviations or slang abuse. Lastly, we look for user
statements about their native language, nationality, and
other similar information that could allow us to confirm or
contradict the labeling. Moreover, we consider the case of
languages that are spoken in more than one country such
as Spanish (e.g. Spain, Mexico, Argentina) or French (e.g.
France, Quebec, Belgium). We are aware that there can be

different inflections in different countries speaking the same
language. Still, we believe that including these users in the
dataset help classify correctly different dialects as the same
language.

5.2 Native English Speaker Identification
5.2.1 Feature Selection and Classifiers
Feature selection is a key element in machine learning
processes. We proceed in this way: We first tokenize the
messages through the TweetTokenizer of the NLTK python
package [18]. It can handle out of the box ASCII emoticons
and replace character sequences of length greater than 3
with sequences of length 3, both very common on web
messages. Then, we extract the features (see Tables 3 and 4):

Word n-grams A sequence of N contiguous tokenized
words in a text. For our classifier we use n-grams of length
1 and 2 (respectively Word1 and Word2 in Tables 3 and 4).

Character n-grams A sub-sequence of N contiguous
characters of a larger tokenized sequence. We use character
n-grams of length from 3 up to 6 (Char3-6 in Tables 3 and 4).

Stem n-grams Stemming is the process of reducing in-
flected or derived words to their word stem or radix. After
this pre-process, N stemmed contiguous words are taken
together. We use stem n-gram of length 1 and 2 (respectively
Stem1 and Stem2 in Tables 3 and 4).

We weight all features through the Term Frequency-
Inverse Document Frequency (TF-IDF) computed as the
number of times a word appears in a text (document)
multiplied by the inverse fraction of the texts that contain
the word. The TF-IDF gives less importance to the terms
that tend to appear more often and in different texts.

To reduce the dimensionality of the features, we use
the select K-Best with chi-square metric to select the K
highest scoring features. As for the classifier, we use the
same architecture described by Li et al. [19]. As done by
Li et al., we used two classifiers: a Support Vector Machine
(SVM) and a Multilayer Perceptron (MLP). SVM is a su-
pervised learning algorithm that classifies by finding the
hyperplane that maximizes the separation, also known as
margin, between the two classes. Intuitively, given a set of
data-points for which we don’t have prior knowledge about
their distribution, the optimal hyperplane is the one that
divides the data and maximizes the distance between the
two nearest data-points (margin) [20]. MLP is a feedforward
neural network. It consists of a system of at least three
layers of interconnected neurons or nodes. An MLP makes
no prior assumptions on data distribution, and it can model
highly non-linear functions. First, we build for each feature
a linear SVM classifier with a L2 penalty, used to impose a
loss to points that violate the margin. L2 is a penalty equal
to the square of the magnitude of coefficients. Then we
extract from each classifier the probabilities for each class
and concatenate them. Finally we feed the MLP with the
concatenated probabilities.

5.2.2 Results of the Learning Process
The learning process for the first step—native English
speakers identification—is done by using 90% of the
Wikipedia dataset as the training dataset. Table 3 reports on
the F1-score for each feature and the final classifier. After
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TABLE 3
Native English classification F1-score. Wikipedia dataset.

Feature Type Total K-best F1Score

Word1 174, 646 15, 000 79.4%
Word2 1, 455, 954 50, 000 75.2%
Char3 73, 602 30, 000 81.8%
Char4 326, 145 30, 000 80.7%
Char5 979, 710 30, 000 78.9%
Stem1 125, 099 15, 000 80.5%
Stem2 1, 105, 393 30, 000 75.0%

Ensemble — 14 82.2%

TABLE 4
Native language classification F1-score. Reddit6 and TOEFL11.

Feature Type Total Selected F1Score

Word1 36, 167 15, 000 78.1%
Word2 251, 842 50, 000 65.2%
BHole 36, 167 15, 000 78.2%
Char3 15293 10, 000 70.5%
Char4 70, 938 30, 000 76.7%
Char5 199, 457 30, 000 79.2%
Char6 444, 581 30, 000 75.3%
Stem1 25, 572 15, 000 77.5%
Stem2 228535 30, 000 65.5%

Ensemble −−− 99 81.6%

assess our classifier, we test it on the on the 10% of the
Wikipedia dataset not used as the training set. The overall
F1-score is 82.2%. More in details, our model performs very
well in detecting not-native English speakers, classifying
correctly 188 users out of 199. Also does it a very good
job when detecting native English speakers since it classifies
140 users correctly out of 199. The overall F1-score is 82.2%.
Moreover, we test our classifier on the Reddit6 dataset,
whose users are not native English speakers. We obtain
an F1-score of 93.5%, which confirms the high accuracy of
our classifier in telling apart native and non-native English
speakers.

5.3 Native Language Identification
5.3.1 Feature Selection and Classifiers
Feature selection for the second step—native language
identification—is similar to the first step. However, the
second step is considerably harder, and our experiments
show that it is necessary to add additional features for the
learning process. In particular, we add: Hole bi-grams A
bi-gram of noncontinuous words. We use a window of size
three and delete the one in the center to select the externals
ones. We extract these features sliding the windows on the
whole text. This feature makes the model stronger against
typos and acronyms (BHole in Table 4).

Then, the techniques used to reduce the dimensionality
of the features and the construction of the classifier is similar
to what we have done for the first step.

5.3.2 Results of the Learning Process
Detecting the native language of web users is tricky for
various reasons. A fundamental one was the lack of a
dataset with web slang. Indeed, it is not easy to build a good

TABLE 5
Confusion Matrix for the Reddit6 test set

Predicted
FRE GER ITA SPA

A
ct

ua
l FRE 65 5 6 7

GER 2 86 2 4
ITA 10 5 74 2
SPA 5 6 4 44

dataset—web users are usually clustered in communities,
and each community uses a different sub-slang, based on the
topic. Moreover, each slang has its acronyms that sometimes
can be the same but sometimes can differ (e.g. lol usually
means “lots of laughs”, in games communities it means
“League of Legends”). For these reason, we built the Reddit6
dataset as described in Section 5.1. During the learning
process, we split the Reddit6 dataset into two partitions:
Training and test sets. The test set is composed of 10%
of the samples randomly chosen for each class, while the
training set is the remaining 90%. We perform three classes
of experiments:

TOEFL11 vs Reddit6. In the first experiment, we outline
a baseline for our task. We start replicating the results
described by Li et al. [19] (F1-score 86, 55%) using TOEFL11
as the training and test sets. Then, we apply the same
classifier to the Reddit6 test set, achieving an F1-score of
56%. This gap in performance highlights the difference in
the writing style between the TOEFL11 dataset and the web
slang. However, the result is considerably above the random
guess. This means that in the samples of TOEFL11 there are
writing patterns that appear in Reddit as well.

Reddit6 vs Reddit6. We check the performance of the
model training the classifier on Reddit6 and test it on its test
partition. The F1-score achieved is 71.1%.

TOEFL11 and Reddit6 vs Reddit6. In our last experi-
ment, since we have seen that there is valuable information
in the TOEFL11 dataset, we merge the training sets of
Reddit6 and TOEFL11, and test the classifier on the test
set of Reddit6. The F1-score is 81.6%, considerably higher.
This confirms that the work done to build a dataset specific
for web slang has been fundamental. Table 5 shows the
confusion matrix of this experiment for the Reddit6 test set.

TOEFL11 and Reddit6 vs TOEFL11. Finally, for the sake
of completeness, we also test this last classifier against the
TOEFL11 test set. In this case, our model achieves an F1-
score of 85.8%. Even though our classifier has been tuned
mainly around the problem of native language identification
for web writers, it still does a good job when messages are
written in educated English.

Now, we are ready to use our models in the Dark Web
forums.

6 THE NLI METHODOLOGY IN THE DARK WEB

Native language identification of the users of Dark Web
forums is a step forward in community profiling that in-
tegrates and supports the time-stamp methodology. We
proceed in this way: For each forum, we first identify the
native English speakers. Then, for those who speak English
as a second language, we perform a further classification
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TABLE 6
Native English Speakers in the Dark Web forums

Forum Native ESL

Dream Market 63 126
The Majestic Garden 439 199
Pedo Support Community 202 88

Total 704 413

to detect the native language. We apply this procedure
to the Dream Market, The Majestic Garden, and the Pedo
Support Community forums. We do not analyze the CRD
Club forum and the IDC forum as most of the messages are
in Russian and Italian.

6.1 Native English Identification in the Dark Web
The first step is to identify English native speakers. For each
user, we select messages that are written in English and that
are longer than 10 words: Our experiments show that 10
words are needed to get reliable results.

Table 6 shows the results of our classification. As we can
see, both the Pedo Support Community and The Majestic
Garden have a majority of English native speakers. Instead,
the DreamMarket forum has a bigger community of non-
native English speakers. These numbers seem to confirm the
results of the time-zone methodology, which shows that the
most significant Gaussian components for the Pedo Support
Community and The Majestic Garden are in the American
continent, whilst for the DreamMarket in Europe.

As a further experiment, we want to know where na-
tive English speaker are placed around the world. So, we
integrate the results of the native English classification with
the time-zone methodology. This way, we obtain a time-zone
map where each user is located in her time-zone. Figure 6(a)
shows the result of this operation for The Majestic Garden
Forum. As we can see, most of the native English users
are located in the American time-zones. Note that in the
European and Asian zones, the majority of the users are
non-native English speakers. For the Dream Market Forum,
Figure 6(b), most of the users are non-native English speak-
ers, and also in this case they are predominately in the Euro-
pean and Asian zones. Lastly, the crowd of the PedoSupport
Community Forum, Figure 6(c), is mostly made of native
English speakers from the American continent, except for
the people in UTC -3 and -2, where the portion of non-native
speakers is higher than the other forums.

6.2 Native Language Identification in the Dark Web
To detect the native languages of the speakers of English as
a second language, we use the classifier trained with both
the Reddit6 and the TOEFL11 datasets. Before the analysis,
we polish the messages as described in 5.1. Table 7 shows
the results of our classification. As we can see, the German
community seems to be the largest, though the Italian and
the Spanish communities are very active too. The French
community, instead, is the smallest in all the forums. Lastly,
we found a handful of native Arabic speakers both in the
Majestic Garden and in the Dream Market. To evaluate our
results, we search the forums for users that explicitly declare

TABLE 7
Tor Native Language Identification

Forum FRE GER ITA SPA ARA

Dream Market 16 44 21 42 3
The Majestic Garden 21 64 57 56 1
Pedo Support Community 17 27 23 21 0

Total 54 135 101 119 4

their nationalities. At the end of our search, we found 26
users that we can use to validate our results. More in detail,
we found 7 French users among which the Dream Mar-
ket administrator OxyMonster [11], 9 Germans, 2 Italians,
7 Spanish and the Australian writer Eileen Ormsby also
known on the web as OzFreelancer. After the classification
process, OzFreelancer was correctly classified as a native
English speaker and all the others as not native. So, we pro-
ceed to detect their native language. After the classification,
we get that 20 out of 25 were correctly classified with their
native language.

7 RELATED WORK AND COMPARISON

Native Language Identification. NLI has been largely stud-
ied in the past decades. Tomokiyo et al. [21] used a Naive
Bayes system to identify native versus non native English
speakers on the basis of POS and n-grams features. Al et
al. [13] used Wikipedia to build a dataset to train a Linear
SVM that reached an accuracy of 74.53%. The NLI task was
first introduced in 2005 by Koppel et al. [22]. In this work
they classified L1 authors among five different languages
(Czech, French, Bulgarian, Russian, Spanish) reaching an ac-
curacy of 80.2%. A novel approach, based on the ensemble
technique that fed the output of the first classifier as an input
to the second one, was presented in [23]. Since then, the gen-
eral trend in NLI was to use the ensemble method [12]. The
work in [12] issued the first Native Language Identification
Shared Task along with a new corpus, called TOEFL11 [14].
This dataset is still considered as one of the most popular
in the community. Li et al. [19] built an ensemble of single
features trained using SVM fed into a MLP for final result.
For all their features they use a TF-IDF weighting approach
reaching an F1 score of 86%.

Traffic Correlation Attacks. Many of the attacks to Tor
in the literature are traffic correlation attacks to individual
users. As Tor is a low-latency network and packet timing
and size are not obfuscated, it is well known that an
adversary able to observe both endpoints of a Tor circuit
can de-anonymize the user [24], [25]. Bouer et al. [26]
demonstrate that this kind of attack can be carried out
in a quite efficient way. Entry nodes are chosen based on
up-time and bandwidth rates reported by nodes, which
are not verified by the Tor network. So, malicious nodes
can maximize the likelihood to be chosen as entry nodes
by reporting incorrect information about their up-time and
bandwidth. Then, malicious nodes can also drop all circuits
in which either of endpoints is non malicious. Hence the
circuit must be rebuilt, and there is a new chance to build
one with both endpoints under the control of the adversary.
Correlation attacks can also be done at autonomous system
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(a) The Majestic Garden forum. (b) The Dream Market forum. (c) The PedoSupport Community forum.

Fig. 6. Distribution of not native English speakers (blue) and native English speakers.

level. In 2009, Edman et al [27], using BGP (Border Gateway
Protocol) historical routing data and simulating the path
selection of Tor, show that a significant percentage of paths
are vulnerable against an AS-level adversary. Nithyanand
et al. [28], in 2013, found out that up to 40% of Tor circuits
are vulnerable to the same adversary, 85% to a state-level
adversary, and this value rises to 95% for states like China
and Iran. Murdoch et al. [29] did similar work for an IXP-
level adversary.

Network Manipulation Attacks. More recently, Sun et
al. [30] introduce RAPTOR, a suite of three new attacks to
de-anonymize individual users of Tor. In the first attack,
they show that, instead of monitoring only one direction of
the anonymous connections, an AS-level attacker can exploit
the asymmetric nature of Internet routing. In this way, a
malicious observer can increase the chance to observe at
least one direction of the connections and use TCP headers
in order to correlate them. In the second attack, they show
that exploiting both the asymmetric correlation and the
BGP churn a long term passive AS-level adversary can
increase its surveillance capabilities by up to 50%. The last
attack is an active one, where the adversary AS manipulates
inter-domain routing by advertising incorrect BGP control
messages. In this kind of attack the adversary can observe
only one of the two connection endpoints and he launches a
BPG hijacking attack against the not controlled endpoint in
order to route the traffic into the malicious AS, allowing an
asymmetric traffic correlation attack.

Website Fingerprinting. Other works are based on web-
site fingerprinting [31], [32], [33]. With this approach the
adversary builds a database of network traces of users who
visit a set of websites—sequence of packets, size of packets
in the sequence, inter-packet intervals. The adversary can do
that in several ways, even by deploying his own users. Then,
these traces are used to train a classifier. If the adversary
can monitor the Tor traffic between a target user and the
guard, he can use the classifier to learn what website is being
visited by the victim. First results, despite the good accuracy
score achieved in a controlled environment, show that in a
open-world scenario the success of the attack is significantly
lower [34]. Kwon et al. [35] used the same ideas, but this
time monitoring only Tor circuits involved in a communica-
tion with the hidden services instead the whole Tor traffic.
This adjustment greatly reduces the amount of connections
to be monitored and makes the fingerprint attack feasible. In
2017, Overdorf et al. [36] repeat previous experiments with
a largest dataset of .onion services, achieving an average

accuracy of 80%. Moreover, they show that smaller and
dynamic sites are the hardest to identify, larger and more
static sites instead are more subject to this kind of attack.

Information Leak. Other attacks exploit information
leaks from applications that were not intended to work
over Tor. For example, Biryukov et al. [37] target Bitcoin
users. They show that using Bitcoin through Tor exposes the
users to a man-in-the-middle attack that can, over multiple
transactions, identify the victim. Exploiting the anti-DOS
protection of Bitcoin, an attacker can cause the ban of all
non-malicious peers that run the Bitcoin protocol over Tor,
forcing the victim to use a malicious exit node as peer. Now,
the attacker can store a cookie inside the target client in
order to identify the victim in future connections. Manils et
al. [38] demonstrate that just the use of BitTorrent alone can
jeopardize the anonymity of the user. In fact, in some case a
BitTorrent tracker responding to a client query can disclose
its IP address. So, an attacker that monitor the Exit node
is able to unveil the identity of the client. Using a more
sophisticated technique, a malicious tracker sends to the
client a manipulated list of peers to connect the victim to
a malicious peer and retrieve its IP.

Comparison with our work. In all the above mentioned
works the attack targets the anonymity of individual users.
In our work we uncover the geographical origin of a crowd
of a Dark Web site, attacking the anonymity of the group in-
stead of the anonymity of the single individual. Most of the
previous works de-anonymize the users through correlation
attacks or manipulating the network, where attackers need
to control a portion of the network or monitor the traffic.
These techniques are extremely effective to de-anonymize
the users. It is possible to obtain even the users’ IP. The
drawback is that being able to monitor part of the network
is extremely difficult and expensive, only service providers
or government agencies are in a position to do it. And, even
in that case, these techniques can only de-anonymize the
individual users of that part of the network, not the whole
crowd of the Dark Web forum.

Other works focus on information leak. While our
methodologies can target only users that write on hidden
services, with information leak is possible to target only
users that use a particular software or a specific version of
the software. The type of information that can be discovered
depends on the specific flaw. Lastly, the goal of website
fingerprint attack is to get information on the sites the user
visits and not information about the user himself.

In all the attacks mentioned above, the attacker must
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be able to manipulate or monitor the network, at least an
entry node. Moreover, the users under attack must be active
during the attack. Our methodologies require only to gather
and analyze the data in the Dark Web, and it can be carried
out by anyone with a standard computer and Internet
connection. Our methodology does not require that the user
is still active on the network; in fact, the data we use are
stored by the services under attack. Finally, our technique
can be used in conjunction with the other methodologies by
authorities to perform preliminary analysis, for example, to
select the region or the AS to monitor.

To the best of our knowledge, this work is the first
one that attacks anonymity by exploiting the collective
behaviour of a crowd instead of technical weaknesses of the
network or the protocols used in the Dark Web.

8 DISCUSSION

No timestamp on posts Timestamps are always shown in
the Dark Web forums under investigation. However, the
forum might remove them to protect the time of access
of the anonymous user. This is actually not stopping our
methodology—it is enough to monitor the forum, see when
posts are made and timestamp them ourselves. The process
is slightly trickier than just creating a dump of all previous
posts, as we have done in this work. One might need to
monitor a sufficiently large number of days, depending
on the frequency of the posts, in order to collect 30 post
per user or more necessary to build meaningful profiles.
Nonetheless, the methodology presented in this paper can
still successfully be applied.

Forum shows and timestamps posts with random delay
This is possible. But, to be effective, the random delay must
be of at least a few hours reducing considerably the forum
usability. So, many users could just move to other forums.

What if users coordinate to deliberately post with a
daily activity profile of a different region? We assumed
that people are not under the control of an adversary. In-
deed, coordinating the behavior of hundreds of anonymous
users can be very hard. Moreover, if anonymous users are
forced to wake up in the night to make a post, most probably
they don’t, and they either leave the forum or keep behaving
normally. What if users intentionally post with personal
information of different regions? In our work, we used
posts with statements about the region of the user to build
the ground truth necessary to evaluate the performance of
the de-anonymization. Of course, the users may have lied,
but we believe that it is unlikely. We collected the messages
from subreddits about non-critical topics, where users have
little motivation to lie. Moreover, to be considered as a
native speaker of a language, the user must have written at
least ten messages in the language. The information about
the user’s region is used only to double-check. So, we can
safely assume that if users with this behavior exist, they are
too few to have an impact on the learning process.

Use of Adversarial Stylometry Users can use adversarial
stylometry techniques, adjusting their writing style or using
machine translation systems. It is known that adjusting the
writing style is difficult but possible against the authorship
attribution attack, the process of determining the writer
of a document [39]. However, adjusting the writing style

requires a continuous effort that one or few very motivated
users can do, but it seems unlikely that a large crowd of a
forum has the dedication to do it consistently.

9 ETHICAL CONSIDERATIONS

In this work we analyzed 1, 378 anonymous users of forums
in the Dark Web. While doing so, we gathered 151, 770
posts from five different hidden services. The data collected
from the Tor forums was encrypted and stored for a limited
amount of time in our servers. It was not shared directly nor
placed on platforms from where it could be downloaded.
Consequently, and accordingly to the policy of our IRB,
we did not need any explicit authorization to perform our
experiments. Our work is compliant to the Tor research
safety guidelines [40]. We believe that the Tor community
can benefit from this research, that sheds light on important
issues related to the privacy of Dark Web users.

10 CONCLUSION

In this paper we focused on geolocating crowds on the Dark
Web into the time zones and countries of the World. The
approach, that we believe to be unique in its kind, does
not use traffic analysis or protocol-related breaches, unlike
previous work. The fundamental idea is to build reliable
profiles of posting activity on online forums, then, to match
Dark Web crowd profiles to those of known regions, and to
integrate these results with Native Language Identification.
Our approach works well with crowds of users coming from
a single country and many different countries. Further, it
can be used to discover more fine-grained information on
the crowds. An example is that of the most active users of
the Pedo Support Community Forum in the Dark Web. We
found out that an important part of the forum crowd comes
from a region that covers Southern Brazil and Paraguay.

We believe that the methodologies presented in this pa-
per lay down the foundations to shed light on the Dark Web
and the multitude of its services from a sociological point of
view. At the same time, our techniques can be particularly
valuable to authorities performing ongoing investigation
and geolocation of users engaged in illicit, cyber-criminal,
or terrorism related activities in the Dark Web.
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